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Abstract—Innovative scientific applications and emerging dense data sources are creating a data deluge for high-end supercomputing

systems. Modern applications are often collaborative in nature, with a distributed user base for input and output data sets. Processing

such large input data typically involves copying (or staging) the data onto the supercomputer’s specialized high-speed storage, scratch

space, for sustained high I/O throughput. This copying is crucial as remotely accessing the data while an application executes results in

unnecessary delays and consequently performance degradation. However, the current practice of conservatively staging data as early

as possible makes the data vulnerable to storage failures, which may entail restaging and reduced job throughput. To address this, we

present a timely staging framework that uses a combination of job start-up time predictions, user-specified volunteer or cloud-based

intermediate storage nodes, and decentralized data delivery to coincide input data staging with job start-up. Evaluation of our approach

using both PlanetLab and Azure cloud services, as well as simulations based on three years of Jaguar supercomputer (No. 3 in

Top500) job logs show as much as 91.0 percent reduction in staging times compared to direct transfers, 75.2 percent reduction in wait

time on scratch, and 2.4 percent reduction in usage/hour. (An earlier version of this paper appears in [30].)

Index Terms—High performance data management, data-staging, HPC center serviceability, end-user data delivery

Ç

1 INTRODUCTION

THE advent of extremely powerful computing systems
such as Petaflop supercomputers, and the data they can

process such as very high resolution space observations, are
pushing the envelope on data set sizes. For instance, the
large hadron collider [1] or the spallation neutron source [2]
will generate petabytes of data. These large data sets are
processed by a geographically dispersed user base. There-
fore, result output data from high-performance computing
(HPC) simulations are not the only source that is driving
data set sizes. Input data sizes are also growing many fold
[1], [2], [3], [4].

To match the I/O capabilities with the computational
power in an HPC center, a job’s associated input data is
copied or staged to a fast local storage at the center—the
scratch parallel file system—before the job is started. The
use of scratch storage is mandatory, as the alternative of
accessing data remotely while a job is executing on
(typically) large number of resources creates stalls and
wastes precious allotted compute time. Modern applica-
tions usually encompass complex analyses, which can
involve staging large input data using point-to-point
transfer tools such as scp, hsi [5], and GridFTP [6], from
observations or experiments. Moreover, the data sources are
increasingly becoming dispersed as scientists tackle com-
plex problems, for example, near real-time modeling of
adverse weather [7], which depends on distributed sensors.
Thus, input data can originate from multiple sources, for
example, end-user sites, remote archives (HPSS [8]),
Internet repositories (NCBI [9], SDSS [3]), collaborating

sites and other centers that run pieces of the job workflow.
Therefore, HPC data management is the focus of active
research [5], [6], [10], [11], [12], [13], [14], [15], [16], [17], [18],
[19], [20], [21], [22], [23] (see Section 1 supplementary
material, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TPDS.2012.279).

Upon submission, a job waits in a batch queue at the HPC
center to be scheduled, while the input data “waits” on the
scratch space. HPC centers are heavily crowded and it is not
uncommon for a job to spend hours—or even days on
end—in the queue. In the best case when the data is staged
at job submission, job completion time, i.e., ðwall time þ
wait timeÞ, is also the time the input data spends on the
scratch space. In the worst case, which is more common,
the data wait time is longer as users conservatively stage the
data much earlier than even job submission. Alternatively,
users may also include data movement in the job scripts,
which forces the allocated cores to wait for the data to be
brought in from remote resources. The time thus wasted is
commensurate to #cores � time to stage in the input data,
and is significant in typical allocations.

Scratch space is expensive—costing millions of dollars
for state-of-the-art supercomputers, for example, Jaguar’s
[24] scratch storage has 14,000 disks, 192 object storage
servers, 1,300 object storage targets, and 48 controller
pairs—and consumes a notable fraction of the HPC center’s
operations budget. More importantly, scratch space is meant
for currently running or soon to run jobs. This usecase
precludes simple scratch space management policies, for
example, quotas or charging for space usage are rarely used
so that currently running jobs will not fail due to lack of
space. However, from a center standpoint, suboptimal use
of scratch space could impact the center’s serviceability, i.e.,
the ability to serve more incoming jobs. That is why, even
with huge scratch space capacities, supercomputer admin-
istrators constantly trim usage through purge policies and
weekly reminders to users to move their data from scratch
storage. From a user standpoint, the input data is exposed to
potential unavailability due to storage system failure [25],
[26], [27] while it is waiting on the scratch storage.
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Consequently, when the job is started, crucial pieces of input
data may be unavailable, requiring a rescheduling (delay on
the order of hours to days). What is needed is a framework that
enables timely staging of large input data sets for jobs.

1.1 Design Challenges

Staging the data to be coincident with job startup, i.e., just-in-
time (JIT), is challenging. First, we need to know when the
user’s job will commence. This has been explored extensively
[28], [29], and HPC schedulers (e.g., PBS Pro [10], Moab [11])
can also provide a batch queue wait time estimate based on
current and historical (jobs with a similar profile) data.
However, a simple and direct use of batch queue predictions
in JIT staging is not appropriate due to sudden changes in
schedules. For example, an unexpected failure can cause a
10,000-core job to suddenly exit, resulting in many jobs being
promoted to “ready to run” state, all too quickly.

Second, we need an estimate of how long the data
staging would take from the input locations to the HPC
center. We need continuous bandwidth measurements so
they can be factored in to revise the route dynamically and
adapt to changing network conditions. The upshot is that
both the queue wait time estimates and network band-
width estimates are volatile and “soft.” Consequently, our
staging solution needs to be resilient to adapt to these
transient conditions.

1.2 Contributions

This paper makes the following contributions:
Timely data staging framework. We present a JIT staging

framework that attempts to have the needed data available
at scratch storage just before the job is about to run. To this
end, the framework reduces the data copying time to the
scratch storage by proactively bringing the data to inter-
mediate storage locations on the path from the end-user site
to the HPC center.

Integration of HPC job management and decentralized data
transfer systems. We employ an innovative combination of
high-efficiency data dissemination (BitTorrent [31]) and
network monitoring (NWS [23]) to exploit orthogonal,
residual bandwidth and to dynamically adapt to network
volatility, respectively, to improve overall scratch space
utilization. Further, the overarching unique goal of our
work is to reconcile scratch space consumption with
volatility (both network and storage) and timely staging,
which is in contrast to existing works on decentralized
transfers [12], [32], [33], [34], [35].

Use of cloud storage in HPC. We adapt our JIT staging to
exploit cloud resources as intermediate storage when
available. We demonstrate our solution using Azure [36].

Multipronged evaluation. We evaluate our solutions using
both real-world experiments on Azure [36] and PlanetLab
[37] as well as extensive simulations using three years worth
of job logs from the ORNL Jaguar supercomputer [24].

2 DESIGN

In this section, we describe the goals and the main design of
JIT staging, with additional discussion of alternative designs
provided in Section 2 of the online supplementary material.

2.1 Objectives

1. Timely delivery of input data. Our primary goal is to
deliver application input data to center local storage

from multiple sources JIT, in the face of both
transient network conditions and changing batch
queue job wait times. Not properly accounting for
such dynamism can have adverse effects on the
staging framework: data delivery is delayed, and
consequently job turnaround time is increased.

2. Minimize transfer times. The ability to minimize
transfer times by choosing optimal routes and
constantly re-evaluating them is critical for reacting
to changes. For instance, this can help handle
sudden tightening in the delivery deadline due to
an unexpected cancellation of a large job.

3. Reduce duration of scratch space consumption. From a
center standpoint, it is desirable to stage the data of a
waiting job as late as possible so that the scratch
space is available for all of the currently running
jobs’ I/O. Thus, if the waiting jobs’ duration of
scratch usage is reduced, it would help the HPC
center better service the currently running jobs.

4. Reduce exposure window. Another downside of sta-
ging the data early is its exposure to potential
storage system failure. We refer to the time elapsed
between when data is staged until the associated job
starts running as exposure window, Ew. To protect
against storage failures, it is desirable to minimize
Ew, preferably as close to 0 as possible. We have
shown that minimizing Ew is crucial [15], [30] as disk
failure is the norm and not an exception in large
supercomputers with tens of thousands of disks. For
example, supercomputers such as Jaguar, ASCI Q,
ASCI White, and PSC Lemieux all cite storage as a
primary reason for system downtime with MTBF of
37.5, 6.5, 40, and 6.5 hours, respectively [38].

5. Avoid starvation. Finally, the job scheduler should not
become idle because the input data of a waiting job
has not been completely staged, as it affects center
serviceability.

2.2 Architecture

Fig. 1 shows the high-level system overview, and illustrates

interactions between our framework components.

2.2.1 Intermediate Nodes

Our framework uses intermediate nodes (Nis) that can
provide temporary storage for data on the path from the
source to the HPC center. The intuition behind using Nis is
that nodes closer to the center than the user site can support
faster data transfers for staging and reduce staging times.
This provides for delaying the staging to much later than
when using a direct transfer, which also reduces Ew.

2.2.2 Queue Prediction as Staging Deadline

In our design, the HPC center is expected to support a batch
queue prediction service (e.g., NWS batch queue prediction
[39]), which the users can query before submitting their jobs
to get an estimate of queue wait times. Scheduling based
on queue wait times is already popular in TeraGrid [17]
supercomputer centers. In fact, modern resource managers
(e.g., Moab [11]) are beginning to provide services that
would enable users to query and obtain start times of
queued jobs. The prediction service can usually provide
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both wait time estimates as well as the probability of a job
starting by a user-specified deadline [39]. In cases where
direct wait time predictions are unavailable, the user
can pose a query to the service, with a deadline, and
determine the likelihood of the job starting by the deadline.
A 90 percent or higher probability indicates an affirmation
of the user-specified deadline and can be used as the job
startup time and, consequently, the staging deadline.
However, this deadline is only an estimate as jobs can start
earlier due to prediction inaccuracies or other jobs’ failures.
To accommodate this, we let the staging manager allow the
user tweak the estimate by up to a fixed factor, f , moving
the deadline earlier [30].

2.2.3 Timely Staging Algorithm

Once a deadline for completing the input data staging is
determined, the user submits a job script to the staging
manager at the center with a description of the job and
other details necessary for timely staging. The script
includes attributes such as the user-adjusted job startup
deadline, the set of intermediate nodes, <Ni; Pi>, where Pi
denotes the usage properties of the intermediate node Ni,
for the decentralized staging process, and the sizes and
locations of the input data sets, Dj. The staging manager
also takes as input the current snapshot, BWi, of the
observed NWS bandwidth between the HPC center and Ni

as well as between the Nis themselves. While we currently
use bandwidth snapshots, we note that our model is
independent of a specific network “distance” metric and
can work with other possible metrics. This could include
bandwidth, latency, as well as considerations such as out-
of-band agreements.

Algorithm 1 shows the pseudocode for the JIT staging
manager. The manager reconciles the predicted job start
deadline with the user-adjusted one to determine if it can
allow the user’s tight deadline. This reconciled deadline is
denoted by TJobStartup. Based on these parameters, the
manager decides upon a data staging schedule, Xj, for
each Dj, which delivers the data set in time, Tj ¼
MinðDirectTransfer;DecentralizedTransferÞ. To estimate
these times, the manager uses the measured available
bandwidth to the user site as well as the intermediate
nodes. To create a distributed schedule, the intermediate

nodes are sorted based on available bandwidth and then
the number of nodes to which data is sent is increased until
overall transfer times that are better than a direct transfer
(if possible) can be achieved. This choice is dictated largely
by the available bandwidth and storage at the intermediate
nodes. When the intermediate nodes can provide a faster
transfer, a decentralized transfer is scheduled. Each data set
could come from a variety of sources, including those
wherein our decentralized transfer software cannot be
installed. In such cases, the manager relies on JIT probes to
the data source to judge if a direct transfer to the HPC
center is most appropriate. Alternatively, such input data
could also be transferred through the intermediate nodes by
having the edge-level nodes pull the data from the source,
enabling decentralized staging.

Algorithm 1. The timely staging algorithm.

Job ¼ CreateJobScriptð<Ni; Pi>;Dj; BWiÞ
TPredict ¼ GetJobStartUpPredictionFromBQP ðJobÞ
TJobStartup ¼ManagerReconcileðJob; TPredict; f)

for Each Dj do

Determine Xj such that:
Tj ¼MinðDirectTransferj;DecentralizedTransferjÞ
ScheduleTransferðTjÞ

end for

repeat

BW 0
i ¼ GetNWSUpdateðBWiÞ

T 0JobStartup ¼ GetBQPUpdateðTJobStartupÞ
for Each Tj do

T 0j ¼ RecalculateðTj;<Ni; Pi; BW
0
i>Þ

if T 0j > T 0JobStartup then

Increase the Fan� in
end if

end for

until Staging Completes

The multi-input staging should obviously also complete
before job startup and should satisfy the property,
MaxðTjÞ � TJobStartup. Minimizing transfer times by choosing
the intermediate nodes with the best available transfer rates
helps achieve this goal. At the same time, each input staging,
Xj, is also started as late as possible to reduce the duration of
scratch space consumption and, consequently, the exposure
window, Ew of the data sets. The exposure window for each
input data set is: Ewj ¼ TJobStartup � Tj. Then, total exposure
of all input data is, Ew ¼ SumðEwjÞ. The closer Ew is to 0, the
better. Thus, the ideal start time for each input data set is
the one that achieves, TJobStartup � Tj ¼ 0. In practice, how-
ever, a small difference is desirable to safeguard against
unexpected delay. This approach factors in both timely
delivery as well as scratch space usage optimization.

2.2.4 Re-Evaluating Staging Decisions

Even after a particular course of action, for example,
decentralized transfer, is chosen, the manager periodically
re-evaluates the staging (Algorithm 1) based on an updated
<Ni; Pi; BW

0
i>, where BW 0

i is the latest snapshot of
bandwidth measurements. If the re-evaluated time to
staging, T 0j , satisfies the property, T 0j > TJobStartup, then,
alternate (available) routes are taken to stage the data
before job startup, enabling us to meet the staging deadline.
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In addition to re-evaluating the network routes based on
updated bandwidth measurements, the staging manager
also has to account for batch queue status changes
discussed earlier. We address this by having the manager
periodically obtain new estimates T 0JobStartup from the batch
queue service. If the staging schedules reflect that Tj >

T 0JobStartup, then alternate routes are evaluated to ensure
timely delivery. A side effect of this is the prevention of job
scheduler starvation due to inability to schedule jobs as a
result of unfinished stagings.

2.3 Supporting Timely Staging

Once the data staging is initiated, the client chooses a set of
nodes from Nis ordered by available bandwidth. Fig. 2
shows the data flow from end-user site to the HPC center.
These chosen Nis serve as the Level-1 intermediate nodes.
The manager monitors the bandwidths periodically (using
NWS) and vary the selected Nis. Next, the input data is
split into chunks and parallel transfer of the chunks to
Level-1 nodes is initiated. The transfer may also involve
further levels of intermediate nodes (up to Level-N). The
choice of the number of levels of intermediate nodes is left
to the users, and does not have a direct bearing on the
center to Level-N node performance that is critical for our
design. The levels simply enable users to provide multiple
data-flow paths to the center, and we foresee the levels to
be not more than two in typical scenarios. Additionally,
depending on the availability of intermediate nodes, the
client can also stage the data to Level-N nodes much earlier
than the deadline.

As the job startup deadline approaches, the proximity of
the Level-N nodes to the center allows them to quickly
move the input data to the center’s scratch space. The JIT
manager can vary the fan-in, i.e., the number of Level-N
nodes from where to simultaneously retrieve data. The
cardinality of the fan-in is chosen to stage all the necessary
data before the predicted job start time (Algorithm 1). The
fan-in is expanded until the deadline can be met or until no
more nodes can be added. The goal is to obtain the best
possible transfer time given the intermediate nodes and job
deadline. Also, this design allows the Level-N nodes to
stage the data at peak (prespecified) bandwidth at the most

appropriate time without worrying about the availability
(and connection speed) of the submission site (see Fig. 2).

Intermediate nodes provide multiple data-flow paths as
well as several alternative options for data delivery. For
instance, data may be replicated across different Nis during
the transfer from one level to the other. This lets the center
to pull data from a number of locations for fault tolerance.

The amount of data transferred between the intermediate
nodes will vary depending on the number of nodes used
and the above parameters, as well as the network condi-
tions at the time of the transfer. However, as stressed
earlier, the intermediate nodes are provided by collabora-
tors (e.g., as in TeraGrid or ESG) that already have an
interest in seeing the job succeed, and any overhead due to
retransmissions between intermediate nodes can be con-
sidered as necessary to this end.

2.4 Discussion

2.4.1 Cloud Resources as Intermediate Nodes

The emerging cloud model can also provide resources for
the intermediate sites of our JIT staging. In fact, cloud
resources can act as always available geographically
distributed locations, landmark nodes. A number of cloud
features make it suitable for an intermediate staging area.
First, the cloud resources are scalable, distributed, and
robust, for example, Windows Azure allows blobs (binary
large objects) each of up to 50 GB at present [36]. Second,
the cloud can provide very high data reliability guarantees
through replication, geographically distributed storage, and
active fault ramifications. This relieves both HPC centers
and end users from expensive data redundancy improving
operations. Third, data can be strategically placed in the
cloud, i.e., relatively close to an HPC center or end-user,
yielding potentially higher transfer rates and lower latency
when the data is needed. This is further enhanced if the
cloud service provider supports content distribution net-
works (CDNs). Finally, the cost of utilizing cloud storage
resources is very low compared to the multimillion dollar
storage systems at HPC centers. This is especially useful for
ephemeral collaborations and shorter term projects. In our
own work [40], we found that there is a broad range of jobs
for which cloud storage and transfer costs are reasonable,
especially for a collaboration with several researchers. We
further examine the costs of cloud storage Section 3.1.3.

However, using the cloud as an intermediate storage
location also has some disadvantages that are addressed by
intermediate nodes in this work. First, while the cloud
offers many features that can potentially improve perfor-
mance for data transfers, these are typically static and
inflexible (e.g., storing data in the cloud near the HPC
center beforehand), or do not match typical HPC workloads
(e.g., a CDN requires multiple accesses for improving
performance and staging in of job input data does not
benefit from this approach). Second, the cloud is a black box
and to achieve our goals we must infer through benchmarks
and other probes how it will behave under different
circumstances, and how to get the best performance for
the HPC use-case. For instance, a group of user provided
intermediate storage locations are significantly more con-
figurable than a cloud storage location.
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3 EVALUATION

In this section, we present an evaluation of our timely data
staging using: 1) an implementation (Section 3 of the online
supplementary material) running on the PlanetLab testbed
[37]; and 2) an HPC center data-subsystem simulator,
simStagein (Section 4 of the online supplementary material),
which is driven by three-year job logs from the Jaguar [24]
supercomputer. We also compare our JIT staging to
commonly used direct transfer techniques for staging input
data in HPC centers. Additional results can be found in
Section 5 of the online supplementary material.

3.1 Implementation Results

First, we use the PlanetLab [37] testbed to study the
effectiveness of our decentralized staging in a true
distributed environment. We chose 20 PlanetLab nodes
arranged in a tree-structure: one as the client site and root of
the tree, one as the HPC center, 10 and 8 Level-1 and Level-2
nodes (see Fig. 2), respectively. Table 1 shows the average
bandwidth observed between the nodes during the course
of our experiments. Our results represent averages over a
set of three runs.

3.1.1 Decentralized JIT Staging versus Direct Transfer

In this experiment, we compare our decentralized JIT
staging to several point-to-point direct transfer tools that
are prevalent in HPC: 1) scp, a baseline secure transfer
protocol; 2) IBP [19], an advanced transfer protocol that
makes storage part of the network, and allows programs to
allocate and store data in the network near where they are
needed; and 3) GridFTP [41], an extension to the FTP
protocol, which provides authentication, parallel transfers,
and allows TCP buffer size tuning for high performance;
and BBCP [42], which also provides high performance
through parallel transfers and TCP buffer tuning. Note that
these protocols are all typically supported [43] by HPC
centers such as Jaguar [24].

For this experiment, we used a range of file sizes from
1 GB to 5 GB (limited by PlanetLab policies), and measured
the time for each direct transfer method between the center
and the submission site. For JIT staging, we used a
combination of BitTorrent and NWS as outlined earlier.

Table 2 shows the times for the direct data transfer
techniques from client to HPC center (scp, IBP, GridFTP,
BBCP), from client to Level-1 nodes (Client Offload), and
from Level-2 to the center (Center Pull). Compared to a
direct transfer, decentralized staging can potentially reduce
the last-hop (equivalent to Center Pull) transfer times by
91.0 and 91.0 percent for scp and by 83.9 and 83.4 percent
for GridFTP, for 1 GB and 5 GB data sizes, respectively.

This implies that the decentralized staging can poten-
tially delay copying of data to scratch space by a factor of
11.0 for scp and 5.9 for GridFTP, on average, across the
studied file sizes, and still get the data to the center in time
for the job to start on time. Thus, JIT staging reduces the
time the scratch space has to hold the data, consequently,
reducing the exposure window (Ew), and improving center
serviceability.

The reported Center Pull time represents the time to
transfer the file from Level-1 and Level-2 nodes to the
center, and does not include the transfer time from the
source. However, the Center Pull is asynchronous, and can
start as soon as chunks begin to arrive at Level-2 nodes. We
note that the overall transfer time, i.e., the time from when
the source starts sending the data to when the center has
received all the data is not a suitable metric, as our
approach allows the center to delay starting the pull as
necessary. However, the earliest time the center can get the
input data is still a useful metric. In our system, the center
can start retrieving the data as soon as the client has
offloaded it to Level-1 nodes. Thus, the Client Offload times
reported in Table 2 also serve as the earliest data availability
metric, and as stated earlier, are significantly better in our
approach compared to a direct data transfer.

3.1.2 Explicit Intermediate Nodes versus Cloud-Based

Transfer

For our next experiment, we compare our JIT staging under
two scenarios: with explicit non-cloud intermediate nodes,
and with a cloud-based data transfer service, CATCH [40],
that we have extended from our prior work to be aware of
job deadlines. CATCH uses cloud resources, specifically
Microsoft Windows Azure [36] cloud storage.

We transferred a 1 GB file using our JIT staging service
both with explicit intermediate nodes and CATCH.
CATCH utilized 16 streams when transferring data
between the cloud and the HPC center. Table 3 shows
the result. Both of these numbers assume the data has
already been stored either in the cloud or at the inter-
mediate nodes, so only the time to transfer to the center is
considered. In these experiments, explicit staging performs
significantly better than a Read (Center Pull) operation
when using CATCH. However, this does not imply that JIT
staging using explicit intermediate nodes is always better.
For example, the cloud provides reliability guarantees and
performance SLAs. Additionally, this experiment assumes
there are a sufficient number of available collaborators to
support the explicit intermediate nodes, with reasonable
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TABLE 1
Average Observed Bandwidth between PlanetLab Nodes

during Experimentation

All numbers are in Mb/s.

TABLE 2
Comparison of Decentralized Transfer Times with Different

Direct Transfer Techniques

The buffer size for IBP, GridFTP, and BBCP is set to 1 MB. The number
of streams in GridFTP and BBCP is set to 8 and 16, respectively.



amounts of bandwidth, which may not always be the case.
To test this case, we repeat the explicit staging experiment
with only half the intermediate nodes, i.e., four nodes. In
this case, we observe CATCH performs better than explicit
intermediate nodes. CATCH can provide reasonable
performance especially when compared to the direct
transfer mechanisms and in cases where reliability or the
lack of collaborators is an issue. These results suggest that
both approaches are viable options for HPC end-user data
staging under different scenarios.

3.1.3 Cost of Cloud Usage

In the next experiment, we determine how the cost of cloud
services impact CATCH usage. Table 4 shows the current
pricing structure of Azure [44]. Table 5 shows three
different usage scenarios for HPC application workflows,
and the cost of using CATCH for the applications. Note that
Azure currently provides free inbound data transfers,
which is useful in large scientific projects since it would
enable many users to inexpensively upload and modify
data collaboratively. This data could then be staged to an
HPC center only when needed. Moreover, it is not
uncommon for large cloud customers such as an HPC
center to receive lower/bulk rates, for example, Netflix
using Amazon EC2 [45].

To give a sense of the scale of the job that produces
terabytes of data, consider that a 100,000-core run of GTS
fusion application on Jaguar produces a 50 TB data set.
Since the pricing for cloud usage is expected to fall, the
Table also shows the cost of using CATCH if the prices are
reduced by 10, 50, and 90 percent. In contrast, consider that
in a typical HPC center, the I/O subsystem costs can
account for 20 to 30 percent of the acquisition cost and may
run into millions of dollars. Even though the acquisition

cost is amortized over the life of a machine, the annual
running costs can still run into millions of dollars.
Information about exact HPC center acquisition and
maintenance costs are confidential, and are not made
public, thus precluding a direct comparison to CATCH.
However, we examine some reasonable estimates (based on
our interactions with HPC center managers) in Table 6. We
consider a large HPC facility with a 10 PB scratch space and
a 5-year life span, and compare three different design
choices. We assume 10 percent of the upfront costs as yearly
maintenance costs. We note that although the amortized per
GB cost can be low, it does not scale with volume. For
instance, provisioning a scratch with 50 percent more
capacity requires specialized nonstandard hardware to
support additional disks, controllers, and so on, not to
mention other IT and infrastructure upgrade costs, which
would increase the cost per GB by several orders of
magnitude, rendering the option ineffective. Moreover,
such infrastructure cannot robustly support dynamic work-
loads, especially for distributed users. While PFS storage is
needed at the center for a quick dump of job data, it cannot
retain the data beyond a purge window, let alone the
duration of a collaboration. Thus, cloud storage can
complement storage at the HPC center. What this exercise
illustrates is that the HPC center cannot arbitrarily provi-
sion the scratch space for dynamic collaborations that may
wish to retain TBs of data for the duration of the
collaboration. In these cases, it is only fair that such
collaborations pay for the cost, rather than having the
HPC center pay the price. Moreover, cloud storage can
support such collaborative data access more economically
than HPC center storage.

3.1.4 Multi-Input Staging

Next, we study the ability of our decentralized staging to
accommodate input data from multiple sources. We
consider three configurations, as shown in Fig. 3, with two
sources (X and Y ) of data in addition to the client site (S). In
I, the data from all sources is staged in a decentralized
manner. This captures retrieving data from slower external
sources. In II, we consider fast external sources, for example,
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TABLE 3
Comparison of JIT Staging Using Explicit Intermediate Nodes
with CATCH’s Cloud-Based Nodes, While Transferring 1 GB

CATCH used 16 streams in this experiment.

TABLE 4
Current Azure Pricing

TABLE 5
Cost of Using CATCH for Different Workflows under

Varying Pricing Structures

TABLE 6
Cost of Provisioning a 10 PB Scratch Space under

Differing Cost Structures

Fig. 3. Configurations used in multi-input test.



online data repositories [9] so the center can directly retrieve
from them. Finally, in III, the intermediate nodes may
already have the data, such as collaborating sites in
TeraGrid jobs [17]. For each case, we compare scp and
GridFTP from the sources to that of our staging. Table 7
shows the results. It is observed that decentralized staging is
able to handle multiple sources, and has the potential to
outperform the direct transfers by 79.3, 90.8, and 80.9 percent
for scp and 65.3, 83.3, 63.6 percent and for GridFTP, in
scenario I, II, and III, respectively. In real transfers, the
various configurations will switch depending on the
transfer rates and staging deadlines.

3.1.5 Behavior under Failures

Improved transfer times are key to JIT staging, and thus
reducing scratch space usage times. In the following set of
experiments, we study how failures will affect the transfer
times under our framework.

First, we examine intermediate node failures. We focus
on our decentralized staging, as a failure under direct will
result in the data transfer not completing by job startup
time, consequently leading to obvious job rescheduling.
Fig. 4 shows transfer time achieved by our approach under
various failure scenarios, normalized to direct transfer
time. We failed two intermediate nodes under three
different scenarios: two Level-1 nodes fail, a Level-1 and
a Level-2 node fail, and two Level-2 nodes fail. In this test,
the number of replicas at each level is set to 3. The system
tolerates two Level-1 failures, i.e., 20 percent of Level-1
nodes, with negligible affect. A failure at Level-2 increases
the transfer time somewhat (by a factor of 1.3), but two
Level-2 failures are significantly more disruptive (time
increases by a factor of 2.7). However, this is an extreme
case with 25 percent of the Level-2 nodes failing. On the
plus side, the transfer time, even with these failures, is less
than half (41.2 percent on average) that of the direct

transfer. Furthermore, our flexible design can easily
accommodate extra replicas to improve fault tolerance, as
observed by the reduction of transfer times for each of the
Level-2 failure cases when one extra replica is used. This
experiment shows that the dynamic rerouting of our
approach can adapt to the changing network conditions
and ensure meeting the staging deadline with minimal
delays, if any. Moreover, the use of a flexible routing path
between the client site and HPC center allows for
offsetting delays due to intermediate node failures. More-
over, error coding [46] at the source can provide an
additional layer of safety, and along with replication
through multiple data flow paths can provide good fault
tolerance for the staging process.

3.2 Log Analysis

In this section, we examine the three-year Jaguar [24]
supercomputer job logs in depth to gain information that
can improve the implementation of our JIT staging service.
Table 8 shows some relevant characteristics of the logs.

3.2.1 Comparing Actual and User-Estimated Job

Runtimes

First, we examine the accuracy of user-estimated runtimes,
as many works [47] have noted that users generally request
more resources than required by their jobs. Fig. 5 plots the
user requested runtimes with the actual runtimes as
recorded in the logs, and confirms this perception. Across
the logs, the users overestimated the requirements by
50.9 times, on average, for jobs longer than 30 seconds
(430 times for all jobs), mostly due to jobs ending prema-
turely. Some of this discrepancy may be due to errors
encountered by users while running their jobs, which is
pertinent information for our staging service. Nonetheless,
much of the difference appears to be users being cautious in
specifying requirements, mainly to ensure that their job
completes regardless of any transient issues that may occur
at the HPC center. As stated earlier, this overestimation
works against our overall goals, since we would like to stage
user data to the center as late as possible.
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Fig. 4. Normalized transfer time wrt. direct transfer as different
combinations of Level 1 (L1) and Level 2 (L2) nodes are failed.

Fig. 5. The actual and user predicted runtimes for each job in the logs.
Users typically request significantly more wall time than necessary.

TABLE 7
Comparison of Multi-Input Data Transfer under Direct and

Decentralized Staging

TABLE 8
Statistics About the Job Logs Used in the Simulation Study



A complementary way of examining actual and user-
predicted runtimes is to consider the ratio of actual and
user-predicted job runtimes, or R value. The R values can
be used to predict accurate job runtimes from user-
predicted runtimes [47]. Fig. 6 shows the R values for the
studied trace, classified into 10 bins. For example, the 0th
bin represents an R value of 0.0 to 0.09, and is equivalent to
a job using 0 to 9 percent of its requested time. We observe
that most jobs do not run for their requested runtime. For
example 32.3 percent jobs use less than 10 percent, and
63.5 percent use less than 50 percent, while only 16.4 percent
use more than 90 percent of the requested allotment. There
are also a small (but significant) number of jobs that use
more than 100 percent of their predicted time. We presume
that these are either completed jobs that spend a few extra
seconds freeing resources, or jobs that have encountered
errors. Out of 10,584 (13.2 percent) jobs that use more than
their allocation, 890 run 2 minutes past the requested
allocation time and only 141 run 5 minutes past the
requested allocation time.

3.2.2 Examining Trends in Queue Wait Times

In Section 2, we discussed using a batch queue prediction
service to provide staging deadlines, however, the estimates
provided by these services are primarily estimates of jobs’
queue wait times. Queue wait times are particularly
important to our JIT staging as a job must have sufficient
queue wait time left for the required data to be staged in on
time. Moreover, understanding the relationship between
queue wait time and other important center metrics could
provide further insights for refining the design parameters
of JIT staging.

First, we examine how a job’s input data size is
associated with queue wait times. Fig. 7 shows the result
for queue wait times ranging from under 5 minutes to over
1 month. It is observed that the average input data size
grows slower than the queue wait time. For example, a job
that spends 3 hours waiting in the queue has an average
input data size of 62.2 GB, while a job that spends 6 hours
(100 percent increase) in the queue has an average of
31.8 percent more input data or 82.0 GB. This trend is
similar at longer queue wait times as well.

However, a fundamental assumption in our analysis
and simulations is that the input data sizes = num cores *
memory used. Larger jobs frequently mean more cores and
memory, but they may not always mean more data. Jobs
can simply be large simulations that use very little data but
produce large outputs. On the contrary, data analysis jobs
are usually not that large in terms of cores and memory,
but consume large amounts of input data. Unfortunately,
the information in the job logs does not allow making this
distinction. Nevertheless, the logs suggest that for medium
to large sized jobs, enough time is spent waiting in the
queue before running to provide an opportunity to do JIT
staging of job data.

Second, we examine the association of queue wait times
and center utilization expressed as a fraction of total node
hours as shown in Fig. 8. Here, the node hours are defined as
walltime � number of nodes. For these logs, jobs that spend
long periods of time waiting in the queue use significant
center resources. The single bin with the largest amount of
node hours used is <1 week (longer than 1 day) with 17.8 m
node hours or 27.4 percent of the total center utilization.
Another observation is that jobs that spend more than
12 hours in the queue account for 62.1 percent of the overall
utilization of the center, even though they only account for
21.5 percent of all jobs. This analysis suggests that jobs that
use significant resources are also the ones most able to take
advantage of our JIT staging service.

Finally, a range of important trends relating to queue wait
time, such as runtime, and average utilization are plotted in
Figs. 9, 10, 11, and 12. We note that these trends may not be
applicable for other logs and HPC installations, but provide
useful insights in realizing a JIT data staging service.
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Fig. 7. The effect of queue wait time on average input data size. Each
bin value represents the maximum noninclusive wait time for jobs in
that bin.

Fig. 8. The effect of queue wait time on utilization (node hour). Each bin
value represents the maximum noninclusive wait time for jobs in that bin.

Fig. 9. The number of jobs in each bin.

Fig. 10. The effect of queue wait time on average job runtime.

Fig. 6. The R values for each job in the trace grouped into 10 bins. Each
bin represents the fraction of the requested wall time actually used.



3.2.3 Quantifying the Effect of Unexpected Job Failures

Unexpected job failure may cause jobs waiting in the queue
to start executing immediately, (much) earlier than their
planned/predicted start times. Such unexpected job execu-
tion poses potential problems for JIT staging, as the staging
of a job’s associated data may have not yet completed. In
this experiment, we analyze the job logs to quantify the
impact of unexpected job failures by measuring both how
frequently they occur and how much time the waiting jobs
spend in the queue prior to running.

We step through the logs and examine each job
individually. If a job does not use its entire requested
allocation, we treat it as a potential failure, and observe all
of the subsequent newly running jobs that start in a short
time window after the initial failure. The time windows
examined range from 30 seconds to 5 minutes. This
approach assumes that every job starting in the time
window was directly affected by the failing job and is
likely to overestimate the number of new jobs. We count the
total number of jobs affected by failures and the average,
maximum, and minimum number of new jobs per failure.
The results of this analysis are shown in Table 9. Since each
job is examined individually, there is the potential to count
the same new job multiple times. To quantify the impact of
such duplication, we also included the “Absolute Total,”
which removes any duplicate jobs that have been counted
several times. On average, each job failure causes only a few
new jobs to start unexpectedly, from 1.52 to 4.09 jobs.
However, for the larger time windows, there can be up 210
new jobs that appear to be affected. Overall, anywhere from
11.8 to 36.9 percent of all jobs can be affected by job failures,
depending on the time window.

We also examined the amount of time jobs spend in the
queue and the input data sizes to see how much
opportunity there is for our JIT staging service. The results
can be seen in Table 10. The analysis converges to the top
and bottom values quickly for both queue wait time and
input data sizes. The average queue wait times range from
303.4 to 341.2 minutes, while the average data sizes range
from 66.4 to 70.4 GB. It seems unlikely that these are general
results, but they emphasize that a JIT time staging service
must be able to handle job failures.

3.3 Simulation Results

In this section, we use the job logs discussed above to study

the performance of timely staging using simStagein.

3.3.1 Impact on Scratch Space Usage

In this experiment, we quantify the impact of timely staging

on scratch space usage. We play the logs in our simulator

and determine the amount of scratch used both under direct

and timely staging. For this test, we assume that the scratch

is empty at the beginning, and use perfect batch queue

prediction. Moreover, the center is setup for weekly purges

of the scratch space and the maximum center in-bound

bandwidth is limited to 10 Gb/s. Only input data is

considered, and a data item is only purged if its associated

job has completed. Fig. 13 shows the instantaneous savings

in scratch space usage by timely staging compared to direct,

measured every 10 minutes. The instantaneous savings

(associated with a job input data) become zero as the job

startup time approaches, as timely staging has to bring in

the necessary data. A more representative aspect is the

average savings over a period of time, as it captures not

only the savings but the duration for which the savings

were possible. Therefore, we also show the average savings

calculated per hour. Finally, we calculated the average

savings per hour across the entire log, and found that

staging potentially uses 2.43 percent less scratch per unit of

time (e.g., 24.9 GB/hour on average per Terabyte of storage)

compared to direct. Thus, timely staging is a promising way

for conserving precious scratch resource.
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TABLE 9
The Number of Jobs Impacted by Unexpected Job Failures

Fig. 13. Scratch savings under timely staging compared to direct. Purge
period is seven days.

Fig. 11. The effect of queue wait time on the average number of nodes
used for a job.

Fig. 12. The effect of queue wait time on average utilization (node hour).

TABLE 10
Input Data Size and Amount of Queue Wait Time of Jobs

Affected by the Failure of Other Jobs



3.3.2 Effect on Exposure Window

In this experiment, we repeat the previous experiment, but
now study the exposure window (Ew), i.e., duration for
which the data has to wait on the scratch before the
associated job is run. Fig. 14 shows the observed Ew under
direct and timely staging, for each job in our log, arranged
in ascending order. In this experiment, timely staging can
potentially reduce the Ew of 30.7 percent of the jobs to zero,
and for the remaining jobs it was capable of reducing Ew by
64.2 percent, i.e., 75.2 percent reduction on average across
all jobs. Moreover, we found that Ew was reduced by more
than a factor of 10 for 48.3 percent of the jobs. However, it is
seen that some jobs (�1:3%) with large Ews saw only
negligible (<1%) affect from timely staging. The reason for
this is that: 1) many jobs require large input data, so the
long duration of transfer increases the effective Ew; and
2) many jobs in our logs arrived in bursts, and timely
staging is forced to start transfers early to ensure all
necessary data is available and avoid staging errors.
Overall, the significantly reduced Ew for most jobs under
JIT staging shows that it can provide better resiliency
against storage system failures and costly restaging.

3.3.3 Effect of Job Startup Time Prediction

In this experiment, we randomly introduce up to 20 percent
variance in the batch queue prediction and the actual job
start-up time. Then, we simulate the time by which timely
staging will miss the actual job start-up, i.e., staging error.
Fig. 15 shows the distribution of staging error for different
prediction accuracies. The results show the dependence of
timely staging on the accuracy of batch queue prediction:
as the error in accuracy increases from 0 to 20 percent, the
number of jobs with no staging error reduces from 95
to 75 percent, i.e., by 21 percent. However, even with
increased prediction error, the number of jobs with
significant delays is much less than half (30.6 percent of
the jobs suffer a staging error of more than 1000 seconds).
Note that in this test, we assumed that the prediction error
remains constant, however, in real scenarios, the accuracy
is improved as the start-up time draws near, implying that
timely staging will have much improved performance than
studied in this case. Finally, the results show that the
approach can withstand some prediction errors, and with
improved predictions becoming available, can provide
better staging alternatives.

4 CONCLUSION

In this paper, we have presented the design and imple-
mentation of a timely staging framework to coincide input
data delivery with job startup. Our framework leverages

periodic job wait time estimates from a batch queue
prediction service, user-specified intermediate nodes, cloud
storage, and periodic network bandwidth measurements to
deliver input data on time. Our evaluation shows as much
as 91.0 percent reduction in staging times compared to
direct transfers, 75.2 percent reduction in wait time on
scratch, and 2.4 percent reduction in usage/hour. Thus, our
JIT staging solution is able to reconcile several key factors to
reduce the duration of scratch space consumption and the
exposure window, and adapt to volatility to deliver the data
on time, consequently improving HPC center serviceability.
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